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A B S T R A C T

We analyse a simple mass–spring system as an accessible context for showcasing how continuous changes to
system parameters can lead to critical transitions (‘tipping points’). Two kinds of transition are explored in
particular: saddle–node bifurcations, due to changes in a mass forcing parameter 𝑎; and pitchfork bifurcations,
due to changes in a spring separation parameter 𝑋. Both types of bifurcation arise as features of a cusp
catastrophe characterised in 𝑋 − 𝑎 parameter space by the critical curve 𝑋2∕3 + 𝑎2∕3 = 1, leading to hysteresis
cycles, as described by C. Ong (2021), and non-reversible pitchfork catastrophes, which are discussed here
for the first time. In each case we demonstrate critical slowing down of the oscillation period 𝜏 → ∞ as the
system approaches bifurcation.
1. Introduction

Bifurcation theory may be used to characterise a wide range of phe-
nomena in dynamical systems [1], and has applications to a broad spec-
trum of scientific disciplines, including climate modelling [2], ecosys-
tem science [3], structural mechanics [4–6], financial economics [7],
social dynamics [8,9], and anatomy [10]. Indeed, since bifurcation the-
ory provides a way of accounting for how continuous changes to system
variables can lead to abrupt changes in system dynamics, it is often used
to model critical transitions or ‘tipping points’ [8,11]. Despite these
varied applications, however, the literature describing simple practical
contexts for experimenting on system bifurcation remains relatively
sparse [12,13].

Recently, Ong has helped to address this gap in the literature by pre-
senting an analysis of a simple mass–spring system suitable for practical
demonstrations of critical transitions [13]. In particular, he has shown
that variations in an external forcing parameter can lead to saddle–
node bifurcations and hysteresis. Ong’s treatment is well motivated and
compelling, and represents a valuable addition to the literature on how
critical transitions can be explored in a laboratory setting using basic
equipment [13]. Nevertheless, by focusing on hystereses, Ong overlooks
a range of other phenomena—such as pitchfork bifurcations and critical
slowing down—that are also exhibited by his system, restricting its
illustrative power.

E-mail address: john.bissell@york.ac.uk.

In this article, therefore, we substantially extend Ong’s analysis with
a view to exploiting the full potential of the system he proposes, and
in so doing show how the hysteresis he describes is simply one aspect
of a much wider set of features associated with a cusp catastrophe [1].
To this end the paper is structured as follows. Beginning with a brief
review of the system (Section 2), we develop Ong’s procedure for
determining the critical bifurcation values by presenting new alge-
braic expressions for the equilibrium states. Note that whilst Ong’s
approach assumes four control variables, here we introduce a more
general dimensionless framework to show that bifurcation is in fact
determined by two parameters only—a spring separation parameter 𝑋,
and a spring forcing parameter 𝑎—such that the number of equilibria
are characterised by a critical curve 𝑋2∕3 + 𝑎2∕3 = 1 (Section 3). In
agreement with Ong, we find that variation in 𝑎 results in saddle–node
bifurcations and hysteresis (Section 4) [13]. Nevertheless, whilst Ong’s
analysis is (in effect) limited to variations in 𝑎, here we go deeper by
showing how changes to 𝑋 can also lead to critical transitions in the
form of pitchfork bifurcations (Section 5). In either case (saddle–node
or pitchfork), we complete our analysis by deriving a linear theory for
the stability of the system at bifurcation (Section 6), including a closed
form expression for the system’s oscillation period 𝜏 [14]. Crucially, this
procedure allows us to demonstrate blow-up of the oscillation period
(𝜏 → ∞) as the system approaches bifurcation, a phenomenon known
as critical slowing down [15].
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2. Basic model and system equilibria

The system proposed by Ong is depicted in Fig. 1: two identical
springs, each of natural length 𝑙0 and spring constant 𝑘, are attached
to points separated by a horizontal distance 2𝑥, and connected in
a symmetrical V-shaped configuration with a mass 𝑚. The mass is
constrained to move in the 𝑦-direction only, where 𝑦 is the vertical
displacement, and subject to an on-axis force 𝑓 , which accounts for any
applied forces, including the weight [13]. The total force 𝐹 (𝑦) on the
mass is therefore assumed to act in the 𝑦-direction only, and is given
by

𝐹 (𝑦; 𝑥, 𝑓 , 𝑘, 𝑙0) = 𝑓 − 2𝑘𝑦

[

1 −
𝑙0

√

𝑥2 + 𝑦2

]

. (1)

Ong studies this equation in terms of four parameters 𝑥, 𝑓 , 𝑘, and
𝑙0 [13]. Here we adopt the dimensionless notation

𝐴 ≡ 𝐹
2𝑘𝑙0

, 𝑎 ≡ 𝑓
2𝑘𝑙0

, 𝑋 ≡ 𝑥
𝑙0
, and 𝑌 ≡ 𝑦

𝑙0
, (2)

here 𝐴 is the normalised total force, 𝑎 is an applied forcing parameter,
is a spring separation parameter, and 𝑌 is the normalised displace-

ent. In this way we reduce the number of control parameters from
our (𝑥, 𝑓 , 𝑘, and 𝑙0) to two (𝑋 and 𝑎), such that Eq. (1) is simplified
s

(𝑌 ;𝑋, 𝑎) = 𝑎 − 𝑌
[

1 − (𝑋2 + 𝑌 2)−1∕2
]

. (3)

The system is in equilibrium when the total force on the mass is
(𝑌 ) = 0; thus, the equilibrium positions 𝑌 = 𝑌∗ correspond to the

oots of 𝐴(𝑌 ) (see Figs. 2 and 3). It follows that a given equilibrium
∗ is stable if 𝐴(𝑌 ) is decreasing through 𝑌∗, and unstable if 𝐴(𝑌 ) is
ncreasing through 𝑌∗, where the derivative of 𝐴(𝑌 ) is
′(𝑌 ;𝑋) = −

[

1 −𝑋2(𝑋2 + 𝑌 2)−3∕2
]

. (4)

e present a more formal stability analysis in Section 6.
If 𝑋 ≥ 1, then the springs are never compressed. In such situations

′(𝑌 ) ≤ 0, and 𝐴(𝑌 ) has only one root, i.e., a single, stable equilibrium
see Fig. 2). Otherwise, if 𝑋 < 1, then 𝐴(𝑌 ) has turning points 𝐴′(𝑌 ) = 0
hen

= ±𝑌𝑐 , where 𝑌𝑐 = [𝑋4∕3 −𝑋2]1∕2, (5)

with 𝑌𝑐 a local maximum and −𝑌𝑐 a local minimum (see Fig. 3). As
indicated in Fig. 3, the presence of turning points in the curve when
𝑋 < 1 means that in these cases the number of equilibria (roots)
depends on the value of 𝑎. The graphical process for considering how
the number of equilibria changes is described by Ong [13], and may be
understood in our dimensionless notation as follows.

The effect of changing 𝑎 is to translate the 𝐴(𝑌 ) curve vertically,
as depicted in Fig. 3. Thus, when 𝑎 is very large 𝐴(𝑌 ; 𝑎) has a single
positive root, corresponding to a stable equilibrium 𝑌∗. As 𝑎 is reduced,
however, it eventually reaches a critical value (see Appendix)

𝑎 = 𝑎𝑐 (𝑋) = [1 −𝑋2∕3]3∕2, (6)

for which the curve 𝐴(𝑌 ; 𝑎𝑐 ) touches the 𝑌 -axis at its local minimum
−𝑌𝑐 . For this value of 𝑎 the curve 𝐴(𝑌 ; 𝑎𝑐 ) has two roots: a double,

Fig. 1. Ong’s V-shaped mass–spring system [13].
2

Fig. 2. Force 𝐴(𝑌 ) as a function of 𝑌 for situations with no external forcing, i.e., 𝑎 = 0.
(𝑌 ) has a single real root at 𝑌 = 0 when 𝑋 > 1 (left); a triple root at 𝑌 = 0 when
= 1 (centre); and three distinct roots, 𝑌 = 0 and 𝑌 = ±

√

1 −𝑋2, when 𝑋 < 1 (right),
cf. Fig. 3.

Fig. 3. Force 𝐴(𝑌 ) as a function of 𝑌 for a fixed value of 𝑋 < 1, and five illustrative
values of 𝑎 as labelled. 𝐴(𝑌 ) has a maximum at 𝑌 = 𝑌𝑐 and a minimum at 𝑌 = −𝑌𝑐 .

negative root, corresponding to a critical unstable equilibrium 𝑌∗ =
−𝑌𝑐 ; and a distinct, positive root, corresponding to a critical stable
equilibrium 𝑌∗ = 𝑌𝑠. This second critical equilibrium was not computed
by Ong [13], but is given by (see Appendix)

𝑌𝑠 = 𝑎1∕3𝑐 [1 + (1 − 𝑎2∕3𝑐 + 𝑎4∕3𝑐 )1∕2]. (7)

When 𝑎 is reduced to within the range 𝑎𝑐 > 𝑎 > −𝑎𝑐 , the curve
𝐴(𝑌 ; 𝑎) has three roots, corresponding to three equilibria of alternating
stability (stable–unstable–stable). Indeed, 𝑎 = −𝑎𝑐 represents a second
critical value for which the curve 𝐴(𝑌 ; −𝑎𝑐 ) touches the 𝑌 -axis at the
maximum 𝑌𝑐 ; for this value of 𝑎 the system has a distinct negative root,
corresponding to a critical stable equilibrium 𝑌∗ = −𝑌𝑠, and a positive,
double root corresponding to a critical unstable equilibrium 𝑌∗ = 𝑌𝑐 .
Further reductions in 𝑎 < −𝑎𝑐 result in a 𝐴(𝑌 ; 𝑎) having a single negative
root only (a single stable equilibrium).

3. Critical curve and cusp catastrophe

Ong’s analysis focuses on situations for which the spring separation
𝑋 < 1 is fixed, and only the applied force 𝑎 modified [13]. However,
since 𝑋 and 𝑎 can both vary, the condition for three equilibria to exist,
i.e., |𝑎| < 𝑎𝑐 = [1 − 𝑋2∕3]3∕2 (see Section 2), can be expressed more
generally by observing that the system has three equilibria whenever
the parameter values (𝑋, 𝑎) satisfy

𝑋2∕3 + 𝑎2∕3 < 1. (8)

Similarly, the system has only one equilibrium configuration when
𝑋2∕3 + 𝑎2∕3 > 1. As depicted in Fig. 4, therefore, 𝑋 − 𝑎 parameter space
is divided into two qualitatively different regions by the critical curve

𝑋2∕3 + 𝑎2∕3 = 1; (9)

on this curve the system has two equilibria.
In this way the number of equilibria changes as the parameter space

coordinates of the system (𝑋, 𝑎) cross the critical curve. If the spring
separation is held fixed with 𝑋 < 1, but the forcing 𝑎 varied, then the

qualitative change in the system at 𝑎 = ±𝑎𝑐 occurs as a saddle–node
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𝑋

Fig. 4. Critical curve 𝑋2∕3+𝑎2∕3 = 1 dividing 𝑋−𝑎 parameter space into regions where
the system has either one stable equilibrium, or three equilibria of alternating stability;
on the curve itself the system has two equilibria of opposite stability. Critical transitions
(cusp-catastrophes) occur when traversing the critical curve, either: (i) at saddle–
node bifurcations with fixed 𝑋 (vertical arrows, see Section 4); or (ii) at pitchfork
bifurcations with fixed 𝑎 (horizontal arrow, see Section 5). We note as a point of
interest that the critical curve is the astroid of the unit circle.

bifurcation (see Section 4). Alternatively, if the forcing is held fixed
with |𝑎| < 1, but the spring separation 𝑋 varied, then the qualitative
hange in the system at

= 𝑋𝑐 , where 𝑋𝑐 (𝑎) = [1 − 𝑎2∕3]3∕2 (10)

occurs as a pitchfork bifurcation (see Section 5). Ong’s analysis is
limited to a discussion of the saddle–node bifurcations [13]; part of the
task of this article, therefore, is to present a treatment of the pitchfork
bifurcations.

Observe that our governing Eq. (3) does not include damping; this
means that for an arbitrary set of initial conditions, the system will
oscillate about stable equilibria indefinitely. In practice, however, all
systems are damped, and for this reason our remaining discussion shall
assume that any oscillations decay, and that the system comes to rest
at a stable equilibrium. As we shall see, one consequence of this is that
both forms of bifurcation associated with crossing the critical curve
can lead to discontinuous—or ‘catastrophic’—transitions in the system’s
equilibrium configuration. Because the critical curve has a cusp point
at (𝑋, 𝑎) = (1, 0), these transitions are referred to collectively as cusp
catastrophes [1].

4. Saddle node bifurcation

To study the saddle–node bifurcations we suppose that the system is
in a stable equilibrium 𝑌∗ for some fixed 𝑋 < 1, and then consider how
the equilibrium changes as 𝑎 is varied. Although Ong does not offer an
expression relating 𝑌∗ and 𝑎 explicitly [13], because 𝐴(𝑌∗) = 0, such
a relationship follows immediately from Eq. (3) if 𝑌∗ is treated as the
independent variable, i.e.,

𝑎(𝑌∗;𝑋) = 𝑌∗
[

1 − (𝑋2 + 𝑌 2
∗ )

−1∕2] . (11)

The dependence of 𝑌∗ on 𝑎 may then be visualised by sketching 𝑎(𝑌∗;𝑋)
as in Fig. 5, with 𝑌∗ on the ordinate axis. This curve describes conditions
with three equilibrium configurations of alternating stability when |𝑎| <
𝑎𝑐 , and conditions with a single equilibrium when |𝑎| > 𝑎𝑐 .

Let us now consider what happens to the equilibrium configuration
𝑌∗ if 𝑎 is increased from 𝑎 < −𝑎𝑐 to 𝑎 > 𝑎𝑐 . When 𝑎 < −𝑎𝑐 there
is only one equilibrium position, such that the system must occupy a
configuration with 𝑌∗ < −𝑌𝑐 negative (see Fig. 5). Provided 𝑎 is in-
creased sufficiently slowly (so that perturbations are small), the system
3

Fig. 5. Stable (solid curves) and unstable (dashed curve) equilibria 𝑌∗ as a function
of 𝑎 according to Eq. (11), with 𝑋 < 1 fixed. Saddle node bifurcations occur at the
critical points 𝑎 = ±𝑎𝑐 . The system can be made to follow a hysteresis cycle (arrows)
by varying 𝑎 (cf. equilibrium bifurcation in a transversely isotropic elastic solid [6]).

remains on this negative stable curve with 𝑌∗ increasing continuously
until reaching the saddle–node bifurcation point at 𝑎 = 𝑎𝑐 for which
𝑌∗ = −𝑌𝑐 . At this point the negative stable curve terminates, and
further increases to 𝑎 > 𝑎𝑐 force the system to undergo a discontinuous
transition to a new stable equilibrium configuration with 𝑌∗ ≥ 𝑌𝑠
positive (see Fig. 5).

Notice that although the system shifts discontinuously from −𝑌𝑐 to
𝑌𝑠 as 𝑎 is increased through 𝑎𝑐 , the converse is not true: decreasing 𝑎
through 𝑎𝑐 will not return the system to the 𝑌∗ ≤ −𝑌𝑐 curve. Indeed,
to restore the system to its original state one must reverse the process
above in its entirety, i.e., 𝑎 must be reduced through the saddle–node
bifurcation at 𝑎 = −𝑎𝑐 . In this way the system can be made to follow
a hysteresis cycle, with discontinuous transitions between positive and
negative equilibria 𝑌∗ at 𝑎 = ±𝑎𝑐 (see Fig. 5), i.e., whenever the system
traverses the cusp in 𝑋 − 𝑎 space (see Fig. 4).

Observe that the magnitude 𝛥𝑌∗ of these discontinuous transitions—
or cusp catastrophes—is

𝛥𝑌∗ = 𝑌𝑠 + 𝑌𝑐 = 𝑎1∕3𝑐 [2 − 𝑎2∕3𝑐 + (1 − 𝑎2∕3𝑐 + 𝑎4∕3𝑐 )1∕2], (12)

where we used 𝑌𝑐 = 𝑎1∕3𝑐 [1 − 𝑎2∕3𝑐 ] (see Appendix). It may be shown
that 0 < 𝛥𝑌∗ < 2, with transitions of greatest magnitude (𝛥𝑌∗ → 2)
corresponding to 𝑎𝑐 → 1, i.e., when the spring-separation is minimised
(𝑋 → 0).

5. Pitchfork bifurcation

To study the pitchfork bifurcations we suppose that the system is
in a stable equilibrium 𝑌∗ for some fixed |𝑎| < 1, and then consider
how the equilibrium configuration changes as 𝑋 is varied. We treat
two cases in particular: perfect pitchfork bifurcations with 𝑎 = 0 (see
Section 5.1, and Fig. 6); and imperfect pitchfork bifurcations with 𝑎 ≠ 0
(see Section 5.2, and Fig. 7). Here ‘perfect’ refers to the odd symmetry
of 𝐴(𝑌 ; 𝑎,𝑋) with 𝑌 when 𝑎 = 0; ‘imperfect’ refers to the loss of such
symmetry when 𝑎 ≠ 0. For this reason 𝑎 is called an imperfection
parameter.

5.1. Perfect pitchfork bifurcation (𝑎 = 0)

Ong alludes to the perfect pitchfork bifurcation by observing that
if 𝑎 = 0, then the number of equilibria (roots of 𝐴(𝑌 )) changes when
𝑋 = 1 (see Fig. 2) [13]. Here we develop this idea by determining the
equilibrium configurations. Indeed, solving 𝐴(𝑌∗;𝑋, 0) = 0 for 𝑌∗ we
have

√

1 −𝑋2, (13)
𝑌∗ = 0, and 𝑌∗ = ±
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Fig. 6. Stable (solid curves) and unstable (dashed curve) equilibria 𝑌∗ as a function of
when 𝑎 = 0. The perfect pitchfork bifurcation occurs at the critical value 𝑋 = 𝑋𝑐 = 1.

bserve that the springs are at their natural length everywhere on the unit circle
2 + 𝑌 2

∗ = 1; they are stretched if 𝑋2 + 𝑌 2
∗ > 1, and compressed when 𝑋2 + 𝑌 2

∗ < 1.

uch that the number of possible equilibrium configurations increases
rom one to three as 𝑋 is decreased through 𝑋𝑐 = 1 (see Fig. 6).

The physical meaning of these solutions may be understood by
bserving that the springs are at their natural length 𝑙0 =

√

𝑥2 + 𝑦2
when 𝑋2 + 𝑌 2

∗ = 1. Thus, if 𝑋 > 1, then the springs are extended
(𝑋2 + 𝑌 2

∗ > 1), and—given the absence of applied forcing (𝑎 = 0)—
their elastic tension pulls the mass to a single equilibrium position at
the centre of the system 𝑌∗ = 0. Conversely, if 𝑋 < 1, then symmetry
means that two (stable) 𝑌∗ ≠ 0 configurations are possible with the
springs relaxed (𝑋2 + 𝑌 2

∗ = 1), and one (unstable) 𝑌∗ = 0 configuration
is possible with the springs compressed (𝑋2 + 𝑌 2

∗ < 1).
Since the stability of the 𝑌∗ = 0 equilibrium changes at the bi-

furcation point 𝑋𝑐 = 1, reducing 𝑋 through 𝑋 = 1 results in the
system switching to either one of the stable 𝑌∗ = ±

√

1 −𝑋2 equilibria,
ith both springs relaxed at their natural lengths 𝑙0. Crucially, because

here is no discontinuity between the stable curves at the critical point
𝑐 = 1 (see Fig. 6), the perfect pitchfork bifurcation does not result in
discontinuous critical transition.

.2. Imperfect pitchfork bifurcation (0 < |𝑎| < 1)

To study the imperfect pitchfork bifurcations we suppose that the
ystem is in a stable equilibrium 𝑌∗ for some fixed 0 < |𝑎| < 1, and then

consider how the equilibrium configuration changes as 𝑋 is varied. [It
is not necessary to consider situations with |𝑎| ≥ 1, as these only yield
one stable equilibrium (see Fig. 4).] Note that for the purposes of this
discussion we shall assume 𝑎 > 0; this can be done without loss of
generality because results for 𝑎 < 0 can be deduced from those with
𝑎 > 0 by making the transformation 𝑌 → −𝑌 (due to symmetry).

We obtain an algebraic expression relating 𝑌∗ and 𝑋 from Eq. (3)
by solving 𝐴(𝑌∗;𝑋, 𝑎) = 0 for 𝑋, and treating 𝑌∗ as the independent
variable, that is,

𝑋(𝑌∗; 𝑎) =
𝑌∗

(𝑌∗ − 𝑎)
[1 − (𝑌∗ − 𝑎)2]1∕2. (14)

The dependence of 𝑌∗ on 𝑋 is then visualised by sketching 𝑋(𝑌∗; 𝑎) as
in Fig. 7, with 𝑌∗ on the ordinate axis; because 𝑋 > 0 and 𝑎 ∈ (0, 1),
the function 𝑋(𝑌∗; 𝑎) only yields physical solutions when either

(𝑎 − 1) < 𝑌∗ < 0 or 𝑎 < 𝑌∗ < (𝑎 + 1). (15)

Notice that Eq. (14) implies

𝑋2 + 𝑌 2
∗ =

𝑌 2
∗ (16)
4

(𝑌∗ − 𝑎)2
Fig. 7. Stable (solid curves) and unstable (dashed curve) equilibrium solutions for 𝑌∗ as
a function of 𝑋 for a fixed positive value of 𝑎 < 1. The imperfect pitchfork bifurcation
occurs when 𝑋 = 𝑋𝑐 = [1 − 𝑎2∕3]3∕2. As 𝑋 is increased through 𝑋𝑐 , a system in the
𝑌∗ < 0 stable state will undergo a critical transition (arrows) from −𝑌𝑐 < 0 to 𝑌𝑠 > 0.

y crossing the unit circle 𝑋2 + 𝑌 2
∗ = 1 (dotted curve), this transition takes the springs

rom a compressed state, to an extended state.

o that the springs are compressed (𝑋2 + 𝑌 2
∗ < 1) when 𝑌∗ < 0, and

xtended (𝑋2 + 𝑌 2
∗ > 1) when 𝑌∗ > 𝑎 > 0.

Now suppose that the system is in a stable equilibrium configuration
ith 𝑌∗ < 0, and that 𝑋 is increased through 𝑋𝑐 = [1 − 𝑎2∕3]3∕2. As
epicted in Fig. 7, provided 𝑋 is increased sufficiently slowly (so that
erturbations are small), the system remains on the negative stable
urve with 𝑌∗ increasing continuously until the pitchfork bifurcation
oint at 𝑋 = 𝑋𝑐 for which 𝑌∗ = −𝑌𝑐 . At this point the negative
table curve terminates, and further increases to 𝑋 force the system
o undergo a discontinuous transition to a new stable equilibrium with
∗ ≥ 𝑌𝑠 positive. In terms of 𝑋𝑐 , the magnitude 𝛥𝑌∗ = 𝑌𝑠 + 𝑌𝑐 of this
ransitions is

𝑌∗ = [1 −𝑋2∕3
𝑐 ]1∕2[1 +𝑋2∕3

𝑐 + (1 −𝑋2∕3
𝑐 +𝑋4∕3

𝑐 )1∕2]. (17)

t may be shown that 0 < 𝛥𝑌∗ < 2, with transitions of greatest
agnitude (𝛥𝑌∗ → 2) corresponding to 𝑋𝑐 → 0, i.e., configurations
ith the forcing maximised (𝑎 → 1).

Notice that although the system shifts discontinuously from −𝑌𝑐
o 𝑌𝑠 as 𝑋 is increased through 𝑋𝑐 , the converse is not true: once
hifted, the system will remain on the 𝑌∗ > 0 curve irrespective of
ny changes to 𝑋. In this sense catastrophic transitions due to the
mperfect-pitchfork bifurcation cannot be reversed.

. Stability and critical slowing down

In the previous sections we have postulated (albeit informally)
trong system damping. Like Ong [13], therefore, we have ignored
ynamics, and assumed that disturbances result in the system settling
t a point of stable equilibrium. If the damping is sufficiently small,
owever, then before reaching equilibrium, the system will support
ransient oscillations similar to those of a free system.

To study this transient behaviour, we neglect damping, and consider
he time dependence of small perturbations

1(𝑡) = 𝑌 (𝑡) − 𝑌∗ (18)

rom a point of equilibrium 𝑌∗, i.e., where 𝐴(𝑌∗) = 0. By the first-order
aylor expansion of 𝐴(𝑌 ) = 𝐴(𝑌∗ + 𝑌1), the normalised total force on
his perturbed system is

(𝑌 ) ≈ 𝐴(𝑌∗) +
[

d𝐴
]

𝑌1 =
[

d𝐴
]

𝑌1, (19)
d𝑌 𝑌∗
d𝑌 𝑌∗
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Fig. 8. Oscillation time-period 𝜏(𝑌∗;𝑋) as a function of |𝑌∗| for three illustrative values
of 𝑋 ∈ (0, 1). The time period blows-up (𝜏 → ∞) as the system approaches bifurcation
|𝑌∗|∕𝑌𝑐 → 1).

here Eq. (4) yields
[

d𝐴
d𝑌

]

𝑌∗
≡ 𝐴′(𝑌∗) = −

⎡

⎢

⎢

⎣

1 −

(

𝑌 2
𝑐 +𝑋2

𝑌 2
∗ +𝑋2

)3∕2
⎤

⎥

⎥

⎦

, (20)

with 𝑌𝑐 = [𝑋4∕3 −𝑋2]1∕2. Now, since the system has fixed mass 𝑚,
Newton’s second law 𝐹 = 𝑚�̈� gives

𝐴(𝑌 ) ≡ 𝐹
2𝑘𝑙0

= 𝑚
2𝑘𝑙0

d2𝑦
d𝑡2

= 𝑚
2𝑘

d2𝑌
d𝑡2

= 𝑚
2𝑘

d2𝑌1
d𝑡2

. (21)

hus, substituting Eqs. (20) and (21) into (19), we find that perturba-
ions 𝑌1 satisfy the oscillator equation

d2𝑌1
d𝑡2

+ 𝜔2𝑌1 ≈ 0, (22)

here 𝜔 is given by

2 = 2𝑘
𝑚

⎡

⎢

⎢

⎣

1 −

(

𝑌 2
𝑐 +𝑋2

𝑌 2
∗ +𝑋2

)3∕2
⎤

⎥

⎥

⎦

. (23)

If 𝜔2 > 0, then Eq. (22) predicts stable oscillations with frequency
; however, if 𝜔2 < 0, then perturbations are unstable, and grow
xponentially with rate 𝛾 = |𝜔| [14]. Eq. (23) therefore yields the
ollowing stability criteria for a given equilibrium configuration 𝑌∗:

∗ is stable if |𝑌∗| > 𝑌𝑐 and unstable if |𝑌∗| < 𝑌𝑐 , (24)

where 𝑌𝑐 = [𝑋4∕3 −𝑋2]1∕2. These criteria are consistent with our
previous discussions (see, Figs. 5, 6 and 7).

Eq. (23) indicates that the time period 𝜏 = 2𝜋∕𝜔 of oscillations about
a stable equilibrium is (see Fig. 8)

𝜏(𝑌∗;𝑋) = 2𝜋
√

𝑚
2𝑘

⎡

⎢

⎢

⎣

1 −

(

𝑌 2
𝑐 +𝑋2

𝑌 2
∗ +𝑋2

)3∕2
⎤

⎥

⎥

⎦

−1∕2

. (25)

Here 𝜏 can be used as a way of anticipating when the system is close
to a critical discontinuous transition. To see this, recall that when the
system reaches a bifurcation point, i.e., as either |𝑎| → 𝑎𝑐 or 𝑋 → 𝑋𝑐 ,
the equilibrium configuration 𝑌∗ tends towards one of the critical values
±𝑌𝑐 (see Sections 4 and 5). Crucially, therefore, Eq. (25) predicts that
the oscillation period 𝜏 diverges as the system approaches bifurcation
(see Fig. 8), i.e.,

lim
|𝑌∗|→𝑌𝑐

𝜏 = ∞. (26)

This phenomena—whereby the oscillation period blows-up as a sys-
tem approaches bifurcation—is known as critical slowing down, and
has been proposed as an ‘early-warning signal’ for onset of critical
5

transitions [15].
7. Conclusion

Recently, C. Ong has described a simple V-shaped mass–spring
system as an accessible context for illustrating saddle–node bifurca-
tions, and hysteresis [13]. Here we have substantially developed Ong’s
analysis to show that the same system can be used to demonstrate
a much wider range of threshold phenomena, including perfect and
imperfect pitchfork bifurcations, and critical slowing down. Indeed,
whilst Ong’s treatment assumed four control parameters, we have used
a dimensionless approach to show that bifurcation is determined by two
parameters only: a spring separation parameter 𝑋, and a mass forcing
parameter 𝑎. In this way we have demonstrated that both forms of
bifurcation are features of a cusp catastrophe characterised in 𝑋 − 𝑎
parameter space by the critical curve 𝑋2∕3 + 𝑎2∕3 = 1. What is more,
by deriving a linear stability analysis of the system, we have shown
how discontinuous transitions can be anticipated by blow-up of the
oscillation period near bifurcation (critical slowing down). Given the
rich diversity of threshold phenomena exhibited by the system, we look
forward to developing a demonstration mass–spring device suitable for
future empirical studies.
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Appendix. Critical values

Ong’s discussion includes a calculation equivalent to determining
𝑎𝑐 , but does not include a similarly equivalent computation for 𝑌𝑠 [13];
here we calculate both.

The critical value 𝑎𝑐 is the value that 𝑎 takes when the minimum −𝑌𝑐
s also a root of 𝐴(𝑌 ). It therefore follows by Eq. (3) that 𝑎𝑐 satisfies

(−𝑌𝑐 ;𝑋, 𝑎𝑐 ) = 𝑎𝑐 + 𝑌𝑐
[

1 − (𝑋2 + 𝑌 2
𝑐 )

−1∕2] = 0. (A.1)

ince 𝑌𝑐 = [𝑋4∕3 −𝑋2]1∕2, we thus have

𝑐 = [1 −𝑋2∕3]3∕2. (A.2)

ence, the critical equilibrium 𝑌𝑐 may also be written

𝑐 = [𝑋4∕3 −𝑋2]1∕2 = 𝑎1∕3𝑐 [1 − 𝑎2∕3𝑐 ], (A.3)

here we used Eq. (A.2) to set 𝑋 = [1 − 𝑎2∕3𝑐 ]3∕2.
To determine the critical stable equilibrium 𝑌𝑠 we first note that it

s a root of 𝐴(𝑌 ; 𝑎𝑐 ), i.e.,

(𝑌𝑠) = 𝑎𝑐 − 𝑌𝑠
[

1 − (𝑋2 + 𝑌 2
𝑠 )

−1∕2] = 0. (A.4)

ince [1 − (𝑋2 + 𝑌 2
𝑠 )

−1∕2] < 1, the fact that 𝑌𝑠 is positive (𝑌𝑠 > 0) means
hat this equation implies

𝑠 > 𝑎𝑐 . (A.5)

earranging Eq. (A.4), and expressing 𝑋 in terms of 𝑎𝑐 , we find that 𝑌𝑠
ust be a root of the quartic equation
4
𝑠 − 2𝑎𝑐𝑌 3

𝑠 − 3𝑎2∕3𝑐 (1 − 𝑎2∕3𝑐 )𝑌 2
𝑠

− 2𝑎𝑐 (1 − 𝑎2∕3𝑐 )3𝑌𝑠 + 𝑎2𝑐 (1 − 𝑎𝑐 )3 = 0. (A.6)

hus, factorising the left-hand-side, we require

𝑌 + 𝑌 )2(𝑌 − 𝑌 )(𝑌 − 𝑌 ) = 0, (A.7)
𝑠 𝑐 𝑠 + 𝑠 −
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f

𝑌

[
v

𝑋

𝑌

where 𝑌+ and 𝑌− are given by

𝑌± = 𝑎1∕3𝑐 [1 ± (1 − 𝑎2∕3𝑐 + 𝑎4∕3𝑐 )1∕2]. (A.8)

It may be shown that 𝑌+ > 𝑎𝑐 > 𝑌−. Hence, given that 𝑌𝑠 > 𝑎𝑐 > 0, it
ollows that the only acceptable solution to Eq. (A.7) is

𝑠 = 𝑌+ = 𝑎1∕3𝑐 [1 + (1 − 𝑎2∕3𝑐 + 𝑎4∕3𝑐 )1∕2]. (A.9)

Note that when 𝑎 is fixed, and 𝑋 is varied, the definition of 𝑎𝑐 =
1 − 𝑋2∕3]3∕2 means that 𝑎 is identical to 𝑎𝑐 when 𝑋 takes the critical
alue

𝑐 = [1 − 𝑎2∕3]3∕2. (A.10)

Thus, we may also express the critical equilibria 𝑌𝑐 and 𝑌𝑠 in terms of
𝑋𝑐 by setting 𝑎 = 𝑎𝑐 = [1 −𝑋2∕3

𝑐 ]3∕2, i.e.,

𝑐 = 𝑋2∕3
𝑐 [1 −𝑋2∕3

𝑐 ]1∕2, (A.11)

𝑌𝑠 = [1 −𝑋2∕3
𝑐 ]1∕2[1 + (1 −𝑋2∕3

𝑐 +𝑋4∕3
𝑐 )1∕2]. (A.12)

These are the expressions used to obtain Eq. (17).

References

[1] S.H. Strogatz, Nonlinear Dynamics & Chaos, Westview, 2000.
[2] T.M. Lenton, J. Rockström, O. Gaffney, S. Rahmstorf, K. Richardson, W. Steffen,

H. Joachim Schellnhuber, Climate tipping points - too risky to bet against, Nature
592 (2019) 575.
6

[3] V. Dakos, B. Matthews, A.P. Hendry, J. Levine, N. Loeuille, J. Norberg, P. Nosil,
M. Scheffer, L. De Meester, Ecosystem tipping points in an evolving world, Nat.
Ecol. Evol. 3 (2019) 355–362.

[4] X. Chen, Y. Li, Size-dependent post-buckling behaviors of geometrically imperfect
microbeams, Mech. Res. Commun. 88 (2018) 25–33.

[5] L. Zhou, Y. Chen, F. Chen, Global bifurcation analysis and chaos of an arch
structure with parametric and forced excitation, Mech. Res. Commun. 37 (2010)
67–71.

[6] F. Kassianidis, R.W. Ogden, J. Merodio, T.J. Pence, Azimuthal shear of a
transversely isotropic elastic solid, Math. Mech. Solids 13 (2008) 690–724.

[7] J. Jurczyk, T. Rehberg, A. Eckrot, I. Morgenstern, Measuring critical transitions
in financial markets, Sci. Rep. 7 (2017) 11564.

[8] M. Grodzins, Metropolitan segregation, Sci. Am. 197 (4) (1957) 33–41.
[9] J.J. Bissell, C.C.S. Caiado, S. Curtis, M. Goldstein, B. Straughan, Tipping Points

: Modelling Social Problems and Health, Wiley, 2015.
[10] N. Varatharajana, A. DasGupta, Spectral stability of the bifurcation state of an

arterial model with perivascular soft tissues, Mech. Res. Commun. 91 (2018)
7–12.

[11] A. Bentley, E.J. Maddison, P.H. Ranner, J.J. Bissell, C. Caiado, P.
Bhatanacharoen, T. Clark, M. Botha, F. Akinbami, M. Hollow, R. Michie, B.
Huntley, S. Curtis, P. Garnett, Social tipping points and earth systems dynamics,
Front. Environ. Sci. 2 (2014) 35.

[12] H. Krivine, A. Lesne, Phase transition-like behavior in a low-pass filter, Amer. J.
Phys. 71 (2003) 31–33.

[13] C. Ong, Hysteresis in a simple V-shaped spring-mass system, Amer. J. Phys. 89
(2021) 663–665.

[14] J.J. Bissell, On the ubiquity of classical harmonic oscillators and a universal
equation for the natural frequency of a perturbed system, Am. J. Phys. 89 (2021)
1094–1102.

[15] M. Scheffer, J. Bascompte, W.A. Brock, V. Brovkin, S.R. Carpenter, V. Dakos, H.
Held, E.H. van Nes, M. Rietkerk, G. Sugihara, Early-warning signals for critical
transitions, Nature 461 (2009) 53–59.

http://refhub.elsevier.com/S0093-6413(22)00103-3/sb1
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb2
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb2
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb2
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb2
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb2
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb3
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb3
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb3
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb3
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb3
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb4
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb4
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb4
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb5
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb5
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb5
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb5
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb5
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb6
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb6
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb6
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb7
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb7
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb7
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb8
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb9
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb9
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb9
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb10
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb10
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb10
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb10
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb10
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb11
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb11
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb11
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb11
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb11
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb11
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb11
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb12
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb12
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb12
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb13
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb13
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb13
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb14
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb14
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb14
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb14
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb14
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb15
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb15
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb15
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb15
http://refhub.elsevier.com/S0093-6413(22)00103-3/sb15

	Bifurcation, stability, and critical slowing down in a simple mass–spring system
	Introduction
	Basic model and system equilibria
	Critical curve and cusp catastrophe
	Saddle node bifurcation
	Pitchfork bifurcation
	Perfect pitchfork bifurcation (a=0)
	Imperfect pitchfork bifurcation (0<a<1)

	Stability and critical slowing down
	Conclusion
	Declaration of competing interest
	Data availability
	Appendix. Critical Values
	References


